
5 NeuralNetwork.
X

s
(*) Multiple loyers w
· "Neurons"generalized a linear classifier.

- difference
switch to other (C)

linearclassifier : J = sign(X) ↑E *Neuron : J =E non-linear2)) function.

=> popularchoices of (C) :-
=

1
.

ReLU : U(z) = max(o, z3 --

2. Logistic : ((z)= Hez = (e) 1 2- 3.
3. Sign : U(E)= sign(E)

· A "neural network": B layer framework.
Needto decide # of I//0 layers.
Choosing right weights (nonconvexopt)

Input layer> hidden layers. Outputlayer·
(x) th (d)

Tme)
# Universal Approx.Thi(199):givenenoughhidden

is-We)
* Multiple outputs, to solve multiple problems.
*"Deplearning." refers to "hidden layers."(howmanynehave ?)/

* Input is the "Shallowest" layer; Output is the"deepest layer
* Use SGD & Backpropagation



· Backpropagation : work back from deep (outputto shallow(input layer.
=> for Ntrainingpu, ls & Qouputs :migdig
1· Initialization :GuessWej Vej
2
° SGD process : choose imputs : candomly
8 so Calculate hip , Ji.g . fordata i.

4 GDapdates : first Vej , thenWej . (deep backtoshallow).



3. BackpropagationforN
· BPPG .

Uses SGD to train weights. (Nov).

whereW
Wetake( :(e)= HeActivationfunction

Ntraining samples(imputs) (x,

:
, x2 ...xd") i= 1 . ..M

10 Initialization : Set Whe
, Voi.

20 For t = 1 , 2 ,
3

,

: :Select it ES1 , ·2, M3 randomly.
Compute h, it

m
= Calculate

4more,
fit : Lossfunction.

· Gradients from Chain Rule.

Consider"sqerror loss" f(vwz-dDw
- dz)=(+ezj/

·z)= u(z)(l-u(z))
.

=
= 0 When correct labelly

d=d)
.

-di)Tr(t-T) he She were Senormattout. . .
ES<uptVie-he



② forWij .

↳
↳sand

myt

[0. On Gn
= Vin.AgD-Tg.)).

Fiji hWex) =WigWmeXi)
= /hm (thii]]

=> S,Vij(g) · him(h)
=Un =GVgh(thin)

=X] Canoder heightedsumof)

Tupdate] W=Wig-a



① How to Backpropagation?
1: Tantialize Wij,Vae
2" Iteration ; for += 0

,
1 ,2. . . .

< SGD) Chroseite Sl ...N3 . randomly
StormadthmNN) Compute hit by . (X,Wit)

Tgt by Dhrit, Vae)
> Backward updates)gity

=Whe
=>U
=>Ww

① Cost/Loss fire is non cone functionofweights
* May converge to local minima.
* Some empirical trics : "BathSGD", "Normalizrate"

* can and regulantatio


